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SECTION 1

Introduction

In recent years, facial recognition technologies (FRTs) have experienced enormous growth and rapid deployment. The potential benefits of FRTs such as increased efficiency, diagnosis of medical conditions, and the ability to find persons of interest are tempered with risks of mass surveillance, disparate impact on vulnerable groups, algorithmic bias, and lack of affirmative consent.

The passage of city and statewide restrictions [9, 8, 10, 7] and proposed federal legislation [58, 22, 23, 21] show growing public concern. They also demonstrate the need for comprehensive policies to address the wide range of uses across private and public sectors. Current legislative efforts address a patchwork of different applications, jurisdictions, and time periods. They do not cover the full scope and spread of FRTs.

The ubiquitous scenarios that lawmakers have not yet addressed require oversight and guidance for industry practice, research norms, procurement procedures, and categorical bans where deemed appropriate. Depending upon the application, societal, legal, ethical, financial and even physical risks demand a thorough understanding of real-world impacts. How can we manage such a complex set of technologies with such enormous societal implications?

Many other authors have addressed the ethical and societal implications of FRTs [65, 11, 47, 69] and of artificial intelligence more broadly [24, 40, 4]. Several groups have argued for new laws and regulation of face recognition technologies (see, for example, [67, 20]). These earlier works have illuminated the widespread problems that emerge with the deployment of FRTs and related technologies. Yet in isolation they are not enough. It is time to take the next step and make a specific proposal about how to move forward. This white paper makes the following central claim.

Central Claim

*Addressing the trade-offs among the risks and benefits of complex facial recognition technologies requires the creation of a new federal office.*

We do not make this claim lightly. As professionals who have been involved with FRTs and adjacent technologies in both academia and industry, we have been at the center of many discussions about how to address the wide range of challenges posed by FRTs. A sampling of proposed remedies include:

- building better face databases for development and testing that display more diversity across parameters such as race, gender and age;

---

1 Borrowing from the Federal Trade Commission [1], we use the term “facial recognition technologies” as a catchall phrase to describe a set of technologies that process imaging data to perform a range of tasks on human faces, including detecting a face, identifying a unique individual, and estimating demographic attributes.
• building better unified national testing standards for FRTs to improve assurances that technology is ready for deployment;

• proposals for ethical standards and principles for the development of FRTs;

• legislation to address issues of privacy and data ownership, such as the European General Data Protection Regulation (GDPR); and

• legislation to ban or restrict certain uses of FRTs, some of which have already been proposed and enacted across US cities and states.

We understand the rationale for these ideas and believe they contain important elements of a more complete solution. However, we will argue here that these approaches are not enough without coordination.

1.1 A model for the regulation of FRTs

We present our rationale for a new federal office by examining how other complex technologies have been successfully managed at the federal level. Specifically, we draw analogies with regulatory structures for two other complex industries—the medical device industry and the pharmaceutical industry. We argue that FRT raises similar questions and concerns, and has a similar potential for successful regulation through such mechanisms. Furthermore, without such mechanisms, current problems are likely to persist.

The US Food and Drug Administration (FDA), in collaboration with industry, lawmakers, and the professional medical community, has developed an extensive set of definitions, procedures, policies, conventions, laws, and regulations that have successfully managed trade-offs among the many parties involved in this domain. We assert that similar structures are required for FRTs.

To make this case, we carefully examine the risks and implications of FRTs. Then, through analogies with FDA regulatory structures, we propose specific methodologies for managing the risk-benefit trade-offs of this technology. This includes definitions to simplify and clarify key concepts, the classification of applications into risk categories, the adoption of scoping concepts like “intended use”, and recommendations about appropriate gatekeepers for different parts of the process. We address issues around deployment restrictions, research and development, consent and privacy, training of users, and mandatory reporting of errors. Addressing the entire “FRTs ecosystem” as a whole—from developers, to users, to impacted populations and regulators—is necessary to understand the trade-offs and forces at work with these technologies. While theoretically these components could be created and managed through other means, such as a self-regulated industry consortium, business priorities will not always align with public interest priorities. As such a federal office is the more appropriate mechanism.

This is just the beginning of a long and complex conversation needed to evaluate such a proposal. We do not pretend to have all of the answers about how such an office should be created. In fact, we remain agnostic about the precise positioning of such an office within the federal government. But this does not prevent us from discussing the elements that are necessary to establish sorely needed controls for FRTs.
Figure 1: Examples of issues with FRTs.

This figure illustrates just a few of the many potential failure modes and risks presented by FRTs. Software may overestimate its own accuracy due to the specific setting in which it is used ('Performance Assessment'). It may be used in a setting in which it was not intended ('Violation of Intended Use'). It may work poorly for certain subgroups ('Population Modeling') or may violate people’s privacy in a manner that they are completely unaware of ('Privacy Violation'). These are just a few of the concerns around the use of these technologies.

1.2 Background and audience

People come to the debates on FRTs with many different backgrounds. In order to provide a common starting point, we have provided Facial Recognition Technologies: A Primer as an accompanying document. The primer is written for a non-technical audience and provides definitions for many of the terms used in industry and research such as face detection, face verification, and face identification. It enumerates some common and emerging applications in areas such as consumer products, schools, and police departments. And it provides a basic introduction to some of the terms used in developing and evaluating face recognition systems such as similarity scores, false positives, and false negatives. The primer aims to provide more details about facial recognition technologies than most material aimed at a non-technical audience, allowing for a more detailed discussion of potential benefits and harms of different use cases.
No further technical expertise in facial recognition technologies is needed to read this document. Our aim is to provide common understanding and language for a variety of stakeholders, including policy makers, procurement officers, and the broader public seeking accessible information and recommendations.

1.3 Organization of the white paper

The remainder of this document is organized as follows. In Section 2, we enumerate a wide variety of challenges that arise in the development, deployment, and management of FRTs. While many of these challenges are technical, others are ethical and sociological in nature. Still others are legal questions about the relationship among existing laws, proposed laws, and emerging technologies. In Section 3, we briefly review some proposals that have been made to address these challenges. We argue that these previous proposals are not sufficient, and that an office where these challenges can be addressed in a comprehensive and coordinated way is needed. We propose the US Food and Drug Administration as a model for the management and regulation of complex technologies. The medical device industry and pharmaceutical industry each have many parallels to the emerging industry of FRTs, and we will argue that it is logical to adopt a similar solution. We make a number of recommendations including classifying applications into risk categories and, for higher risk categories, requiring manufacturers to report statistics on errors and harms.

Finally, in Section 4, we lay out some of the core concepts that we believe need development for FRT management. Many of these concepts, such as intended use have strong parallels in FDA-regulated industries. We present details of a sample application, screening for hyperthyroidism using facial recognition technology, to explore some of the practical issues and real-world challenges that accompany applications of FRTs.

Many issues discussed here have been raised for the larger set of artificial intelligence (AI) technologies. Why not address these at the same time? While the issues we raise here are relevant for other technologies, FRTs are already sufficiently complex that they deserve focused consideration. We do believe that our approach could be a model for other more general artificial intelligence technologies, but we defer that discussion to a later date.
SECTION 2

Motivations

Facial recognition technologies (FRTs) have evolved rapidly over the last few decades. Yet technical challenges remain, legal uncertainties abound, and societal implications that extend beyond questions of technical accuracy or legal justification persist. These challenges must be addressed in a comprehensive manner. Existing approaches that focus on guiding principles and rely primarily on self-regulation, technical benchmarks, or legislation are insufficient. This section provides an overview of key societal, technical, and legal challenges that arise in the deployment of FRTs and motivate the call for a federal office.

2.1 Societal challenges: Principles are not enough

Principles established to guide decision making when deploying FRTs can be a starting point for developers. But external accountability and review are necessary to verify manufacturer claims and attend to societal challenges. While the motivations for FRTs can be well intended, these systems can propagate harmful discrimination, invade privacy, and rely on problematic data practices. Furthermore, there is a dangerous perception that these technologies are neutral (and hence should be given more authority than human decision makers) because they involve decisions made by machines. But recent research shows that gender, racial, and skin color biases can be propagated by commercial FRTs [16, 59, 19, 60]. Practices around disclosure, consent, and capacity for abuse or misuse pose additional challenges [28, 26, 27].

There are a variety of challenges relating to marginalized groups. One is that categories such as race and gender used in FRTs are social constructs. They are shaped by historical and cultural factors which vary across regions and change over time [63]. Classifications that rely on such social constructs and that do not have universally agreed upon definitions can be reinforced by FRTs. These classifications can limit understanding of how FRTs perform across groups that are not accounted for by commonly used classification systems. To further complicate matters, the use of FRTs on marginalized groups can increase their exposure to machine-based discrimination [63].

There is active social resistance to specific uses of FRTs. Successful grassroots campaigns have halted the planned adoption of FRTs at concerts, university campuses, and housing complexes [61, 54, 25]. Researchers who make claims about using FRTs to predict future behavior like committing a crime [73, 76] or to categorize complex traits like sexual orientation [75] face heavy scrutiny [2, 6]. In light of these important issues, we address four sets of societal challenges that need to be examined when evaluating potential deployments of FRTs: 1) consent and disclosure, 2) privacy and surveillance, 3) demographic targeting and discrimination, and 4) attacks and misuse.

Consent and disclosure. FRTs can be quickly deployed using face data available online and inexpensive camera systems. Such easy deployment enables the mass collection of personal information without consent. For systems that include consent as a design consideration, when, where, and how consent is requested is critical. For example, consider two systems which provide
an opt-out: one prior to including an individual in a dataset and the other afterwards. The latter system does not provide *affirmative consent*, the requirement of a user action before inclusion, though it is certainly better than systems without any consent mechanisms.

The lack of disclosure about the details or the existence of a system can impede due process—individuals cannot protest or seek redress to harm for decisions that are informed by FRTs they do not know about. Requirements for disclosing the intended use, capabilities, and limitations of FRTs for applications that require consent are needed to inform decisions about permissible use.

**Privacy and surveillance.** FRTs may be adopted in an attempt to enhance security in private areas or enable surveillance of public places to deter and detect harmful behavior, crimes, and disturbances. But deploying face recognition systems on video surveillance networks can enable mass surveillance that erodes the ability to be anonymous in a public space. Real-time persistent face surveillance violates any reasonable guarantee of privacy. Mass surveillance can also deter people from exercising rights like protesting the government or freely associating with others [3, 26]. Studies that indicate racial, gender, and age bias in face recognition systems raise concerns that the harms of misidentification fall disproportionally on already marginalized and vulnerable populations [30, 19]. Guidelines and restrictions that minimize the risk of privacy breaches and unwarranted surveillance must be established in a manner that can adapt to a wide range of public and private sector uses.

Demographic targeting and discrimination. Another area that intersects public and private sector applications is the use of FRTs to create demographic and biometric profiles of individuals based on facial features. Though the information may not reveal an individual’s identity, it can allow for intentional targeting. Demographic targeting can be used in contexts including advertising and marketing as well as in law enforcement. In commerce, such practices can result in price gouging or targeted promotions that systematically exclude or exploit certain groups. Such behavior can create conditions where particular groups face persistent unfair treatment. In law enforcement, FRTs can be used to enhance harmful racial profiling [41]. Finally, the labels used by these systems can entrench social categories like race and binary gender while erasing the existence of other identities and expressions.

Beyond demographic labels, some facial recognition technologies have been developed to assign labels related to categories such as sexual orientation [75] or so-called criminality (the likelihood that someone will commit a crime) [73, 76]. Charges that someone is likely to commit a crime or assumptions about sexual orientation can pose real-world consequences for those who are labeled.²

---

² FRTs that attempt to somehow categorize sexual orientation or the likelihood that someone will commit a crime reduce extremely complex topics rooted in socioeconomic, historical, and structural factors to simple labels based on facial features. The classification of criminality is based on political and legal categorizations of behaviors that change over time [36], and these behaviors are not intrinsic to an individual face. Yet being labeled a criminal for any reason, let alone based solely on facial characteristics, can subject an individual to undue scrutiny and stigma at best and potential fatal interactions at worst [62]. Sexual orientation includes dimensions of identity, behavior, attraction, and arousal [12]. These dimensions are not necessarily fixed and some reflect psychological aspects that cannot (like emotions) be reliably inferred from a face. Regardless of sexual orientation being more than physical action, as of March 2019, there are 70 UN Member States that criminalize consensual same-sex sexual acts with 6 imposing the death penalty [48]. FRTs that claim to assess sexual orientation can be employed in a manner that increases harms to individuals who are labeled as homosexuals.
Furthermore, labels established for one task can be used out of context in another. For example, facial recognition technologies can attempt to analyze expressions like smiles and frowns, but claim to report the emotional state of a person, which is distinctly different [13]. When facial expression analysis is used to evaluate job candidates, cultural biases can result in harmful discrimination for qualified candidates whose facial movements are judged unfavorably by a machine [18]. FRTs that attempt to apply categorical markers to individuals need to be scrutinized for the appropriateness (do we feel comfortable inferring this information based on facial characteristics?) and reliability (how accurately can we infer this information based on facial characteristics?) of such labels.

**Attacks and misuse.** Finally, FRTs can rely on large stores of valuable personal data and biometric information, making these systems the target of data theft attacks. Companies can also store large sets of publicly available face images in violation of the policies of the web platforms that host these images [55, 57]. Beyond external threats, internal abuse and misuse of FRTs can undermine data integrity and public trust. Currently, operators are at liberty to use systems in ways they desire, whether or not those align with the intent of the designer [27]. This opens up doors to privacy violations and exposes implicated individuals to secondary harms. Such privacy risks are an inherent danger for any system that collects large stores of valuable data. Passwords or credit cards compromised in a data breach can be changed or replaced, but faces cannot. These examples illustrate some of the societal challenges posed by FRTs which need to be examined when evaluating potential guidelines and restrictions.

### 2.2 Technical challenges: Benchmarks will always fall short

To mitigate issues of bias and representation in the performance of FRTs, calls to establish more comprehensive technical standards and benchmarks have been raised by researchers, policy makers, and industry leaders. While these efforts may improve the assessment of FRTs under certain conditions, they cannot solve many of the problems inherent to the use of these systems. In particular, this approach is insufficient for making determinations about permissible use of FRTs, as information about how these systems work needs to be coupled with information about where and how these systems will be deployed. Furthermore, while FRTs have seen recent advances in their technical performance, a number of key technical factors remain, including the ability to capture target application conditions, challenges with measuring performance, collecting and using benchmark data responsibly, and the difficulty of interpreting benchmark results. Appendix A presents a deeper dive into key issues of existing benchmark evaluations for FRTs. Here, we present a brief overview of benchmark limitations.

The primary issue with relying on benchmarks to inform the use of FRTs is that they can only indicate how FRTs will work in conditions that reflect the benchmark data. First consider the population represented by a benchmark. If the benchmark data is less demographically diverse than the target population (i.e., it has few or no examples of a certain subpopulation), its performance on the underrepresented groups cannot be accurately assessed. The converse is also true. If the target population is more homogeneous (with less variation) than the benchmark,

---

3 Organizations that use FRTs often rely on vendors that can introduce additional risks. In June 2019, the US Customs and Border Protection agency confirmed that tens of thousands of images of drivers in their cars and license plates of vehicles were copied by a federal subcontractor and stored on a network that was subsequently hacked [42]. The 2019 data breach in the security platform BioStar 2 leaked 27.8 million records and 23 gigabytes of data including facial recognition data and user face photos. The platform is reportedly integrated into another access control system used by 5,700 organisations in 83 countries, including governments and banks [70].
the performance on the benchmark is likely to overestimate performance on the target population. This is because, in general, it is more difficult to distinguish among members of a more homogeneous population.

The difference in environmental factors between benchmarks and real-world applications is also critical. For instance, benchmark results for a face recognition system that uses a dataset of mugshots taken in controlled environments are not reflective of results obtained when deployed in an uncontrolled environment such as on a police body camera. The central problem is this. **There is a virtually unlimited set of conditions under which FRTs can be used, and standard, fixed benchmarks can only model a small number of these.**

Another issue is that gathering the volume and variety of data needed to evaluate a system robustly can be challenging when the process requires consent. Collecting images without consent poses privacy violations which comes with legal risks and ethical concerns. For example, one concern is predatory inclusion practices such as the harvesting of face data from vulnerable populations like homeless individuals [33].

A third issue concerns adaptation to benchmarks. That is, the longer a benchmark is publicly available, the easier it becomes for developers to produce systems that are uniquely tailored to the specific benchmark. Over time it is possible and likely that FRTs will be adjusted to maximize performance on a particular benchmark. This practice may show apparent improvements without making sizeable gains on previously unseen test data.

Some of these issues can lead to a false sense of progress and misleading interpretations of benchmark results. Additionally, despite the temptation to rely on a universal metric to make it easier to compare the performance of FRTs on different populations, no single number can fully convey how a system performs. There are different performance measurements for a system which focus not just on total accuracy, but also which types of errors it makes, how long it takes to produce a result, and how robust it is to varying conditions.

Finally, despite high accuracy numbers reported on standard benchmarks, there are no guarantees (currently) that FRTs will not produce errors due to other factors. When it comes to hardware, cameras can produce blurred or low-resolution images. The angle at which a face is captured can make it more difficult to extract facial features. For example, profile images where a subject is facing left or right generally provide less information than front-facing images. The amount of light available when capturing a face image influences how much information from the face can be adequately captured. Furthermore, accessories like hats, masks, and scarfs can block or cast shadows on key areas of a face making performance less reliable.

Currently, there is little guidance from manufacturers about the conditions required to achieve high accuracy of FRTs. Even more importantly, there is little to no discussion of how a user of a system can know when the system has been presented with an image whose quality is inadequate. Systems must be tested not just for their accuracy on high quality images, but for their ability to reject images that are below the quality needed. **That is, a safe and effective system should report that it is not able to make a decision due to the low quality of an image, rather than simply giving its best guess.** To date, this aspect of quality assurance is severely underdeveloped.
Lastly, when it comes to differentiating human faces, there are known cases where FRTs especially struggle. Identical twins provide a common example of two different faces that are very similar and are difficult to distinguish, both for humans and for machines. Tests also show that the faces of babies and children can be harder for machines to distinguish than their adult counterparts. As people age, hormonal changes, illnesses, and injuries can alter facial structure, making it more difficult to identify a face from older facial images.

These factors do not capture the full complexity of developing and measuring FRTs. They do reveal why we cannot simply assume that technologies have matured based on reported accuracy numbers and benchmark results. Poor performance on a benchmark can serve as a warning flag, but good performance on a benchmark is not a green light. Critically, we cannot rely on these numbers to determine the suitability of using FRTs for specific applications.

2.3 Legal challenges: Existing protections and legislative gaps

A variety of factors have motivated the passage of local and state laws addressing FRTs. These include the threat of mass surveillance, privacy violations, and disparate impacts on marginalized groups. At present, federal US laws regarding FRTs address different applications, have different jurisdictions, and cover different time periods. They address only a small subset of the potential uses of FRTs.

The ability of FRTs to develop profiles of individuals based on facial analysis also raises legal concerns pertaining to discrimination and privacy. We focus here on anti-discrimination law and constitutional rights that are particularly relevant to current and emerging applications of FRTs. We outline challenges presented by existing and proposed legislation for FRTs in the United States.

Anti-discrimination laws relevant to FRTs. Evaluations of permissible use of FRTs must address the risks of violating existing anti-discrimination laws. In particular, Title VII of the Civil Rights Act of 1964 prohibits discrimination on the basis of race, color, religion, national origin, or sex. FRTs used in employment and housing domains risk class action federal lawsuits if they are found to perpetuate or mask discrimination on the basis of a protected characteristic.

In addition to sexism, racism, xenophobia, and religious persecution, federal law also offers protection from ageism in the workplace. The Equal Pay Act of 1932 prohibits discrimination based on age. The ability of FRTs to assess age can be used for intentional age-based differentiation that can be litigated as discriminatory based on disparate treatment.

Another area of discrimination with particular relevance to facial recognition technologies deals with ableism. Title I of the Americans With Disabilities Act of 1990 prohibits discrimination against a qualified individual with a disability. FRTs currently rely on training and test data that seldom include individuals with a range of disabilities providing little knowledge about the performance of people who are differently abled. A minimum requirement for the deployment of FRTs should include processes that check adherence to established anti-discrimination laws.

Constitutional rights relevant to FRTs. Constitutional concerns around FRTs cluster around civil rights established by the First, Fourth, and Fourteenth Amendments. The First Amendment provides freedom of religion, freedom of assembly, freedom of petition, freedom of speech, and
freedom of the press. FRTs, when used for surveillance, can track where people go to worship, the people they associate with, and whether they attend a protest. Knowledge of ongoing face surveillance can inhibit a person from exercising their First Amendment rights for fears of retaliation and social stigma [26].

The Fourth Amendment prohibits the search and seizure of a person or their artifacts without probable cause. Deploying a surveillance camera with FRT capabilities risks violation of Fourth Amendment protections that would require a warrant to search for an individual. Even if a warrant is obtained for one person, in order to try to find that person all faces detected in a camera feed may be algorithmically searched without consent.

The Fourteenth Amendment provides all US citizens equal protection under the law and the right to due process. FRTs that have been shown to have racial, gender, and age bias spread associated risks unevenly. Thus, when applied in areas like law enforcement they can be argued to be in violation of equal protection under the law. Due process requires having access to the evidence used to make decisions. When FRTs are used covertly, due process rights can be violated. For instance, this can occur when a system is used to inform an investigative lead but this fact is not revealed. When FRTs are incorporated into employment decisions like hiring, an individual has a right to know what technologies of consequence were used in order to push for redress of harms. Without disclosure of use, there cannot be due process. When applications of FRTs have credible risks to civil rights, such cases must be subject to scrutiny not only from individuals with technical expertise but also from representatives of the impacted communities.

**Limitations of existing and proposed legislation for FRTs.** The passage of city and statewide bans and moratoriums on the use of FRT, along with proposed federal legislation (e.g. the Commercial Facial Recognition Privacy Act of 2019, the No Biometric Barriers to Housing Act of 2019, and the Facial Recognition Technology Warrant Act of 2019), show urgent public concern about privacy, consent, discrimination, and surveillance. They also show the need for comprehensive policy to address the wide range of uses across private and public sectors. Legislation that is domain specific, regionally placed, and time limited leaves many applications and deployment areas unaddressed. All of these areas need oversight mechanisms and guidance for industry practice, research norms, and procurement procedures.

Domain specific laws that address exclusively either public or private sector use can leave unaddressed the critical interface with private companies and vendors supplying government agencies with FRTs. Private companies that operate internationally have no obligation to remain loyal to US interests. When government agencies use unregulated FRTs, the data they submit can be used in unknown ways by the companies providing the services. Laws that focus on federal levers to enact restrictions, like those proposed to put a moratorium on the use of FRTs in federal housing, can provide a buffer to unregulated and unwarranted face surveillance for some communities. However, the widespread use of surveillance systems with FRT capabilities in homes owned by private individuals also needs to be addressed.

Regionally focused legislation has been passed to govern FRTs, yet the lack of federal laws and the narrow focus of local laws leaves the vast majority of the country without guidance or protections. Across the United States, cities and states are enacting laws that put restrictions on FRTs. Washington became the first state to pass legislation outlining how and when FRTs can be used by law enforcement. In Illinois, the enactment of the Artificial Intelligence Video Interview Act
requires employers to disclose use of FRT in hiring, obtain consent, and engage in data minimization practices. Cities including San Francisco (CA), Oakland (CA), Cambridge (MA), Brookline (MA), and Springfield (MA) have approved moratoriums on government use of FRTs. At the same time, vendors of FRTs operate in a global landscape across private and public sectors. An FRT application developed overseas that is used for entertainment purposes can lead to data breaches that can be as concerning as data breaches of government data. The global landscape of these technologies requires thinking through not just how to mitigate risk at city, state, and local levels but also federally and internationally.

Finally, the temporary nature of many bans (often with time limits between one and five years) introduces further complexity. What happens when they expire? Does the expertise needed to evaluate them need to be reassembled each time these laws are reconsidered? Such temporary bans at different levels of government buy time to consider further implications of the technology, but do not represent a good long term solution. A federal office where these important issues can be considered together would be both more effective and more efficient than the current ad hoc responses. In total, the legal landscape, the technical challenges, and the societal challenges discussed here motivate the establishment of a federal office to manage these complexities.
SECTION 3

The FDA: A Precedent in the Regulation of Complex Technologies

In the previous section, we enumerated many of the common challenges associated with real facial recognition technologies (FRTs). We also discussed some of the previous efforts to address these challenges through new datasets, principles, and new laws, and why we believe these are not sufficient. What then, is the right way to manage this complex industry.

One path forward is to examine frameworks that have been established over many years to handle other complex technologies that address the tension between harms and benefits, advanced and changing technological issues, and complex legal and ethical concerns. There are many possible examples of such frameworks, but here, in particular, we consider some of the lessons that can be learned from the US Food and Drug Administration (FDA), an enormous organization developed over more than 100 years to perform the difficult job of regulating medications and medical devices in the United States.

Below we will review some of the structures that have been developed by the FDA and related agencies, and by related laws, policies, and conventions. We repeatedly ask the following question:

Question 3.1

Does a particular process, convention, law, policy, or regulatory structure that is used by the FDA suggest an analogous mechanism that could play a useful role in the regulation of facial recognition technologies?

We shall argue that the answer is often a resounding “yes”. In other cases, there may not be a direct analogy, but an underlying goal that is shared between the problems of medical regulation and the regulation of FRTs. We shall then consider what types of mechanisms may help us achieve similar goals to those issues that have been dealt with by this very large and successful organization. We make many specific recommendations about mechanisms that can be borrowed from these existing policies and procedures.

To give the reader a sense of where we are going, consider some of the following conventions, rules, and procedures that have been set up around the regulation of pharmaceuticals and medical devices in the US:

- Before a medical device can be marketed in the US, it is classified into one of three major categories according to the risks associated with its intended use. The same physical
device may be categorized differently depending upon its intended use.

- There are a variety of gatekeepers in the US medical regulatory system that help ensure that proper considerations are made at various levels in the regulatory process. These include:
  - Prescribers of drugs, who must be medical doctors, that determine the people who may be the recipients of certain drugs.
  - Regulators (at the FDA) who determine whether a device is ready to be marketed in the US, based upon data provided by manufacturers.
  - Pharmacists, who have tight control over the transferral of drugs from the manufacturers to the patients, and whose behavior is gated by the prescriptions from physicians.
  - Registered manufacturers, who have been given the legal right to manufacture certain drugs or medical devices.

- When a new medical device is developed that has no clear precedent in the marketplace, an elaborate process of defining and executing a study through an Investigational Device Exemption (IDE) is followed, in order to gather data about a new device in real scenarios under the careful watch of an Institutional Review Board (IRB) and the increased reporting requirements of such a study.

- When a medical device malfunctions, manufacturers, device user facilities, and importers are required to file reports to the FDA. The FDA also encourages health care professionals, patients and caregivers to submit voluntary reports about adverse effects.

These systems were not developed quickly, but rather are the result of a mature system which has responded to a series of problems over many decades, and were developed to address these problems, conflicts of interest, and to balance the forces at work [5]. In the remainder of this chapter, we take a closer look at some of these processes, and what they might have to say about a way forward for the complex world of FRTs.

### 3.1 The FDA’s management of the medical industry: Key concepts

The US FDA is an enormous organization with a complex hierarchical structure. Rather than detailing this exact structure, we extract some principles relevant to the management and regulation of FRTs. Many of these are successes, but some are also failures. We discuss both successes and failures below.
3.1.1 Indications, counter-indications, and intended use

One idea for an approach to managing FRTs is to put in place rules that guarantee its performance in all possible situations. Such situations include, at least,

- variability of subjects on which it might be applied, including differences in age, gender, appearance, skin tone, hair styles, accessories, and so on;
- variability of the conditions under which it might be applied, such as lighting conditions (day vs. night) or weather (rain, snow, bright sunshine); and
- image quality, including low resolution versus high resolution, blurred images (for example due to motion of the subject or the photographer), black and white versus color sensors, infrared cameras, or distorted lenses.

However, experience shows that in any one of these categories, there are many situations in which it is unrealistic, at least for the foreseeable future, for FRTs to perform well. This suggests an alternative approach to regulate the conditions under which FRTs might be applied.

Considering an analogy with the FDA, imagine for a moment that the FDA would not approve a medication unless it could be taken by anyone at any time under any conditions. Even relatively benign drugs such as aspirin or ibuprofen frequently include

- warnings for those with stomach ulcers and other pre-existing medical conditions;
- prohibitions for those under a certain age or weight;
- limitations on the rate or duration for which the drug should be taken.

Rather than developing drugs that are safe and effective for anyone in any condition, a completely different approach is taken – clearly describe the “indications,” i.e. the allowable uses of a drug, and the “counter-indications,” the situations in which a drug should not be used.

It seems fitting to apply the same type of reasoning to FRTs. Software developed for one setting should not be used in another setting. Software only tested on one population should not be used on another very different population. These ideas lead to our first recommendation.

---

**Recommendation 3.1**

*Require manufacturers to carefully specify the intended use of each separate application of FRTs. This intended use will be at the center of a variety of processes, including the categorization of the product, the level of risk it entails, the validity of a deployment, assessment of misuse, and more.*
While in some cases, manufacturers make suggestions about how their software should and should not be used, there are many cases in which such recommendations are completely absent. In addition, it is critical not just to specify intended use, but to make sure that operators are aware of these, that they are trained, and that there are real consequences for violating them. One idea is to establish legislation that makes it illegal to use such applications in violation of the intended use. This is one way to allow the use of carefully managed software rather than banning all potential uses. In Section 4, we give a detailed definition of intended use in the context of FRTs.

3.1.2 Classification by risk

Once one has established the intended use of a medication or a device, the groundwork is laid for assessing the risk. For example, devices made to be implanted in humans, such as pacemakers or stents, represent far greater risk to patients than devices that are only temporarily in contact with a patient, such as bandages or blood-pressure monitoring devices. Common sense suggests that high risk devices warrant a more thorough and extensive review than low risk devices.

![Figure 2: The hierarchical structure of medical device regulation at the FDA.](image)

We recommend the same principle should be applied to FRTs. Surely it makes sense to subject an application intended for use in identifying criminal suspects to more scrutiny than a recreational phone application used for enhancing personal photo portraits. In these two applications, the costs of errors are extremely different, and suggest different levels of analysis. The FDA has
classified medical devices based upon their risk (informed by the intended use), and these classifications help simplify and improve their regulation.

In particular, the FDA has established three classes of medical devices based upon the inherent levels of risk. Simple objects like tongue depressors are classified as low-risk, Class I devices. On the other end of the spectrum are Class III devices like cardiac pacemakers, whose malfunction can quickly lead to serious injury or death.

A primary purpose of the separation of devices into risk categories is to facilitate the tailoring of regulation to the inherent risks. Simply put, riskier devices need more oversight and regulation. Figure 2 shows how each class of devices at the FDA inherits the risk management from the lower level, but adds a new level of regulation to account for the greater risk.

<table>
<thead>
<tr>
<th>Recommendation 3.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organize controls for FRTs in a hierarchical fashion as a function of the risk level for each category.</td>
</tr>
</tbody>
</table>

In Section 4 we will offer an initial classification of FRTs into risk categories. However, this is just a starting point. Establishing the appropriate level of regulation for each class of FRTs will be an ongoing task that incorporates inputs and observations from manufacturers, users, subjects of facial recognition, the general public, civil rights advocates, lawyers, law enforcement, and many others.

### 3.1.3 Approval for commercialization

When new drugs are developed, they cannot be marketed or sold in the United States until they have been assessed by the FDA. This is a complex process that differs for over-the-counter and for prescription drugs. Often, a study specific to the drug at hand must be completed, analyzed, and reported to the FDA for analysis. One such process is called a “New Drug Application” or NDA. Companies pay fees to support such processing, which both help to support the required analysis and limit frivolous or high risk submissions which are likely to be rejected.

Thus, before the management of how drugs are used by individuals becomes relevant, there is a process which governs whether they can be used at all. In the pharmaceutical world, this is a complex and laborious process that can take years to complete. Clearly there are important trade-offs to balance: the possible benefit of having a new drug that could improve patient health with the risks of side effects, overdoses, and unintended use that might come from rushing things to market.

Managing the trade-off between benefits and risks has been a continual challenge for the FDA, and has led to new types of processing such as Accelerated Approval for urgently needed drugs (for example, a drug intended to help in an epidemic) and new fine-grained categorization of drugs based upon the particulars of the approval process. A second trade-off to consider in both regulation of drugs and in the regulation of FRTs is the balance between complexity of regulations and efficiency of implementation. For example, the FDA has in-house expertise in chemistry and medicine that lets them understand where the “danger points” of certain drugs are. Thus, they can adapt their requirements for testing to individual drugs, their chemical
formulas, and their likely side effects. Such adaptation requires funds to have the appropriate expertise on board, but results in major efficiencies so that unnecessary studies are not done, and resources can be dedicated to the most important questions specific to a particular drug.

Such expertise in evaluating facial recognition algorithms could similarly improve the efficiency with which certain pieces of software are approved, but may come with significant infrastructure costs. The FDA model in which companies who have an interest in rapid approvals can at least partially support the financial burden of the FDA’s independent investigators is a way to fairly improve the efficiency of these types of organizations.

---

**Recommendation 3.3**

An organization to regulate and manage FRTs should be both independent of industry and have sufficient expertise in facial recognition to evaluate the safety and efficacy of carefully-specified applications.

---

### 3.1.4 Approval for specific use cases

When a drug is approved by the FDA for marketing, it does not mean that it can be used by anybody. An additional level of regulatory support is needed to determine in which specific cases a drug may be used.

Within the FDA system, medical doctors have a special role in that they are the gate-keepers for FDA-approved prescription drugs. As a group, they have been trained to evaluate whether certain medications are appropriate for certain patients with certain conditions. Indeed, many medications are typically only prescribed by those with additional special training. For example, drugs that modulate hormone levels may be prescribed primarily by endocrinologists who specialize in understanding and regulating hormone levels.

There is a great deal of infrastructure inherent in this gate-keeping. There are specific requirements about education, training, and certification that must be satisfied to gain the right to “practice medicine” in the United States, which allows the prescription of medications. Some medications have such low risk, and are safe for such a large segment of the population, that it has been deemed unnecessary for them to be controlled by the prescription approval process. This has led to the classification of over-the-counter medications, which allows the general public to benefit from lower risk medicines such as aspirin without the time and expense of a doctor’s visit.

Finally, it is critical to note that the following are distinct processes: the clearance of drugs for marketing and sale in the US and the prescription of drugs to an individual patient. In the pharmaceutical world, one or the other of these is not enough—it is critical to have oversight at the research and development, production, packaging, and distribution levels (FDA clearance), and also at the level of distribution to the individual patient. These two levels of oversight are handled by completely different groups of people, with different tools, skills, and degrees of effort.
Recommendation 3.4

For high risk applications, establish an additional level of oversight for FRTs to oversee individual deployments. These individual deployments are specific distributions of software in a new setting, analogous to the prescription of an approved drug to a new individual.

Consider the case of applying FRTs for voluntary screening of a medical condition (See Section 4.4 for a detailed example). Even after such a system has been approved generically, there are special circumstances that affect each individual deployment. Critical questions that affect the appropriateness of each deployment include (but are not limited to) the following.

- Does the software and the procedures for using it comply with relevant local and state laws?
- Do the instructions for the system support the most common local languages, providing access to non-English speakers?
- Are the communications systems over which diagnostic data are sent secure to ensure the privacy of individuals?

We argue that systems such as this must be re-evaluated for each individual deployment in order to insure its safety and efficacy in each environment. The degree of analysis required for individual deployments should be tailored to the system’s risk category.

3.1.5 Adverse effects reporting

When a patient experiences an adverse effect from a medication or a medical device malfunctions, there are parties (such as hospitals) that are required to report these problems. In addition, the FDA welcomes voluntary reports from others, such as patients that experience adverse effects.

Once again, it seems reasonable, especially for applications in which errors have serious negative consequences, to require such reporting for FRTs. This leads to the next recommendation.

Recommendation 3.5

For medium risk and high risk deployments, manufacturers and users should be required by law to keep detailed statistics on any known false positive identifications, false negative identifications, reported harms, and other adverse effects.

At a minimum, such requirements help manufacturers learn about potential problems with their systems and rectify them for future releases. In cases where persistent patterns of erroneous
behavior emerge, it may be appropriate to issue recalls until the problems are addressed.

3.2 A chance to do even better

The FDA and the medical community as a whole have done a remarkable job in improving the production, distribution, and management of pharmaceuticals and medical devices in the US, and similar systems have been adopted in many other countries and in the European Union. These systems have been so effective that many people simply take it for granted that medical devices and drugs are safe and effective.

However, one aspect of medical research has been identified as problematic: the limitation of the study of medicines to narrow cohorts. Historically, many phases of the drug approval process explicitly required the exclusion of many groups, including young patients, women of childbearing age, and others. In particular, many studies of pharmaceuticals have been restricted to populations that are not representative of the ultimate target populations for a drug. For example, recent studies have found that drugs for treating asthma in children have been primarily developed by studying effects on Caucasians and may be poorly suited to treating African Americans [38]. Recent research shows that pharmaceutical studies need to better reflect patient populations to understand differences in how various populations respond to various medications [53]. This is clearly an issue both of public safety and fairness.

3.2.1 Fairness in drug regulation and facial recognition technologies

Similar issues have been identified early on as significant problems in the deployment of FRTs. The variable performance of systems on different sub-populations is now well-documented. In 2012, Klare et al. [44] performed an extensive study of the role of demographic information such as age, gender, and race in the matching accuracy of facial recognition methods. This study showed that three commercially available systems had lowest accuracy on faces of people identified as Black for their racial group.

A later report released in 2015 by the National Institute of Standards and Technology (NIST) [52] showed that gender classification from faces consistently showed higher accuracy rates for male faces than for female faces, for a wide array of systems submitted for evaluation. A more recent study by Buolamwini and Gebru in 2018 [16] compared gender classification accuracy rates for publicly available systems across gender and skin types, and showed that dark skinned women were recognized as female at consistently lower rates. The December 2019 NIST Face Recognition Vendor Test on demographic effects in face recognition systems showed “the majority of face recognition algorithms exhibit demographic differentials. A differential means that an algorithm’s ability to match two images of the same person varies from one demographic group to another” [31]. More broadly, issues of bias have been identified in a range of related artificial intelligence technologies, including decision making [77, 64], interpreting natural language automatically [15, 17], machine translation [68], and machine vision [78, 35, 74]. These findings are similar to the findings in FRTs: these technologies tend to encode biases with respect to protected demographic categories.

Addressing such fairness issues is one place where we have a chance to do better than the medical industry from the beginning. In particular, the differential impact of FRTs on different populations should be considered both from a usage point of view (see Section 2 for more), and from a fundamental technology perspective. That is, FRTs may impact different groups in different ways for two reasons:
1. Because the technology exhibits fundamentally different accuracy on different sub-populations (analogous to differential effects of drugs on different groups).

2. Because of bias in how it is used or interpreted by users of the technology.

This leads to our final recommendation of this section.

**Recommendation 3.6**

Include in assessments of FRTs both an analysis of the underlying technology, and an assessment of the risks for different populations, accounting for the circumstances in which the systems are deployed and used.

**3.3 Summary**

The recommendations in this section are a starting point for the discussion of concrete steps that can be taken to manage the complex ecosystem of FRTs. Such large-scale infrastructures to regulate complex technologies do not emerge overnight—the FDA has evolved continuously over many decades. Similarly, we expect to incorporate feedback and discussions about these ideas in order to improve them and adapt them to the regulation of FRTs.
SECTION 4

The Structure of Facial Recognition Regulation: Core Definitions

In the previous section, we introduced a number of key concepts established by the FDA in its management of pharmaceuticals and medical devices. In this section, we more fully develop analogous concepts for the management of facial recognition technologies (FRTs).

In particular, our goal is to provide a starting point for the management of a large family of technologies around facial recognition. This requires careful definitions, conventions, and processes. In this section, we give an overview of our approach, and provide some definitions of key concepts that we wish to make precise. These clearly-defined concepts will provide the foundation necessary for beginning to talk about such a system of management. The goal is not to completely specify how such a system would work, but to illustrate how certain issues can be addressed through processes similar to those in other regulatory frameworks.

4.1 Overview

FRTs represent too many applications for a single set of rules. Just as different restrictions are applied to different medications, FRT controls should be tailored to the application. This requires mechanisms for carefully defining the scope of applications. The terminology developed below will be used to define the scope of FRTs, and will subsequently be used to assess risks and manage these applications in real-world settings.

As discussed previously, the concept of intended use is central to our framework. A rigorous and detailed definition of intended use (Section 4.2) will, among other aspects, describe how, where, and for what purpose a facial recognition system is deployed. Because the same facial recognition system can be deployed many times, deployment is a multi-level concept. There is the question of what type of deployments are intended. In addition, there is the question of whether an individual deployment is reasonable.

As an example, a system might be certified for “deployment in retail stores”. We consider this to be the deployment type. It describes the general type of setting in which a particular system is deployed, and general parameters of use. However, even after being certified for such a deployment type, it is important to assess an individual deployment, such as the deployment to a specific retail store, for appropriateness.

The FDA’s drug approval process and the prescription of an approved drug provides a direct analogy.

- The approval of a drug by the FDA for specific indications is analogous to the approval of a facial recognition system at the level of the deployment type.
The prescription of an approved drug by a physician for a particular individual and for the treatment of a specific condition is analogous to the approval of a system, approved at the level of deployment type, for a specific individual deployment (e.g., a specific retail store).

Once an intended use has been carefully defined, we can ask whether a piece of software is being used in accordance with its intended use (a valid deployment) or in violation of its intended use (an invalid deployment). In the medical world, this is analogous to the terms on-label use or off-label use which indicate whether or not a drug is used in accordance with its intended use.

Given this infrastructure, the next step is to consider the following two critical questions:

- If a face recognition system is a valid deployment, what risks are associated with its use? This question should be carefully explored by the manufacturer, with supporting data and experiments that are evaluated by regulatory experts.

- In addition, we must ask, what is the risk that such a system will be used in an invalid deployment, and how might that occur? Thus, we must explore not only the risks of a system when used as intended, but the precautions necessary to minimize the inappropriate use. Such analyses are seen, for example, in the analysis of new pharmaceuticals for the potential of abuse.

In the following sections, we revisit the fundamental terms of intended use, deployment type, and individual deployment. Our goal is to expand and clarify their meaning in the context of FRTs and to provide a set of working examples which make it clear how these terms can allow us to manage the risks and benefits of these technologies. We also discuss how these definitions allow us to categorize different types of applications, assess their risks, and lead to appropriate controls for each category. We start with the central concept of intended use.

### 4.2 Intended use and its specification

Clearly defining the intended use of software is essential in understanding the implications of its use, exploring possible risks, and implementing appropriate controls that are commensurate with the level of risk. No facial recognition application can work in all settings. While each application is different, they all have limitations. Examples include the following.

- Applications will require some minimum degree of image contrast (a measure of the difference between the brighter and darker portions of an image) to make accurate identifications. Some applications may require more contrast than others or have higher accuracy requirements than others. But for all applications, error rates will rise dramatically as image quality drops below some critical level. This level will depend upon the application.

- Applications may have been developed to recognize adults or people of a certain age, and fail to recognize children at a sufficiently high accuracy. Other applications may be explicitly designed to have high accuracy on children. Application error rates may go up dramatically when applied to a subgroup for which the application was not designed.
An application may have been designed for a setting in which errors have only minor consequences, such as sorting personal photo collections by identity. If such an application is used to make decisions in which errors have more severe consequences, such as matching a person to a felony database, the risk increases dramatically. Thus, it is critical that applications only be used for the decision support that was originally intended and planned for.

These are just three examples of the relationship between the settings in which software is used and the safety and efficacy of a particular FRT application.

**Goals of the intended use specification.** The specification of intended use serves several purposes. A well-designed FRT system not only has a clear specification of the settings in which it is designed to perform safely and effectively, but also considers how to handle situations in which an application is misused, in violation of the intended use. For example, no system can be expected to recognize a person from a completely blank photo and this should be made clear by the intended use. But, in addition, a well-designed system might let the operator know if an input was blank and outside of the intended use rather than simply returning an incorrect identification. That is, a system should identify, either automatically or by human inspection, when the image it has been given is outside of the range of intended use. Today, many FRTs make assumptions that the images they are working with are of adequate quality, and do not perform such checks.

The specific goals of the intended use specification include the following.

- **To specify a regime of parameter settings and conditions in which the software has been shown to work safely and effectively.** This corresponds to the innermost region in Figure 3. The regime of safe and effective parameter settings and conditions should be reflected by product warnings, instructions, and in operator training.

- **To provide requirements for a process of intended use verification.** This process, which may be fully automatic, partially automatic, or manual (i.e., performed by a person), is intended to verify, for each use of the system, that it is being used in accordance with the specified intended use. Alternatively, one might give assurances that certain unintended uses pose negligible risk.

- **To provide context for risk analysis.** The risk analysis should include
  - An assessment of the risks given that the application is used as intended.
  - An assessment of the probability that intended use will be violated.
  - An assessment of the risks given that the application is used in violation of the intended use.
Figure 3: The specification of intended use.

This figure is an abstract representation of all conditions (or parameter settings) under which an application could be used. Only for some of these settings (the intermediate region) is the application safe and effective. In settings that are outside this region, the application should not be applied. The intended use (innermost region) should be defined so that the intended parameter settings are contained strictly within the region of safe and effective use. There will be a natural trade-off between the ease of defining such a region and the degree to which it allows the largest number of uses. That is, one might sacrifice certain possible uses of a system in order to make the intended use simpler and easier to describe and manage.

The intended use of a system and its risk analysis should be developed in tandem. An initial description of intended use will influence the risk analysis and may suggest new restrictions to the intended use. After modifying the intended use to reflect these risks, the risk analysis should be updated. This cycle should be continued until a well-defined intended use and a paired risk analysis are consistent.

While this white paper is not intended as a complete guide to building safe and effective FRT systems, we believe it is worth developing concrete elements of an intended use definition, and start with the definition below.
Definition 4.1

The intended use should specify, as precisely as possible, the conditions under which a system could be used and also the decisions which may be supported using the system. The details of such a specification may be related to the general risks of the application, but should consider, at a minimum:

- **Who** the intended target population is. These are the people that the system is intended to analyze or recognize.

- **Who** the intended users are. These are the people who will use the system, and whose decisions will be affected by the system.

- **Where** the system can be used. This includes geographical locations and legally defined regions with potentially different laws.

- **The conditions of use.** This includes factors such as weather, lighting, temperature, and distance from subjects. These factors are distinct from the image quality requirements below, and should be considered separately.

- **Image quality requirements.** This includes topics related to image formation such as inherent resolution, distance to subject, availability of surrounding context, motion blur, camera specifications (such as lens quality and sensor properties), and time of exposure.

- **Decision support.** This requirement specifies the intent for supporting decision making. For example, a system may be prohibited from identifying a person, but only be used to count people (for example, in crowd control applications).

- Specification of **deployment type.** Does this application represent an existing deployment type or a new deployment type? (See Section 4.3.)

- **Specification of individual deployments.**

- **Specification of counter-indications, i.e., explicitly prohibited uses.** This allows manufactures the opportunity to detail ways the technology should not be used.

In Section 4.4, we give an example of a simplified intended use definition for a real-world example. We now move on to discuss deployment types and individual deployments.

### 4.3 Deployment types and individual deployments

In this section, we discuss the rationale and definition of **deployment types.** Deployment types are meant to represent general categories of FRT applications. As discussed below, such categories can be used to make reasoning about and management of FRT applications more efficient and more effective. Typical examples of deployment types might be:
- systems deployed within an office building for monitoring the people within the building;
- software installed on a personal computer for organizing personal photo collections;
- systems deployed in a federal forensic laboratory for identifying crime suspects.

These deployment types are meant to allow the grouping of similar FRT applications into broad categories for improved efficiency and targeted analysis.

**Definition 4.2**

*The deployment type is a grouping of FRT applications that have similar intended use and function.*

Possible benefits of such groupings include the following. When a new FRT application is analyzed by a regulatory office, previously analyzed products of the same deployment type (both approved and rejected) could provide precedents and models for such an analysis, allowing the new product to be analyzed more efficiently. Expertise for regulation, for purchasing, and for consumer groups, can be organized according to deployment types, making it easier for a regulatory office to organize and acquire the required expertise. Unexpected problems or consequences found after the deployment of FRT systems could be more easily applied to the analysis of subsequent applications if appropriate groupings are made.

**Deployment types and risk categories**

Another primary role of deployment types is to aid the categorization of FRT applications by degree of risk. While each FRT application is different, we assert that it is useful to form broad categories of applications according to their risks. For example, consumer applications that are only used for entertainment purposes are, if used in accordance with the intended use, likely to pose fewer risks than applications used in law enforcement. While these risks depend upon the exact details of each application, these broad categories can serve to organize the extent of controls applied to various FRT applications.

We propose the following risk categories of deployment types and provide two examples of each:

- **Low Risk**
  - Applications for sorting personal photo collections.
  - Applications for adding digital accessories to face photos for personal use.

- **Medium Risk**:
  - Face verification for driver’s license renewal.
  - Face verification to unlock consumer phones.

- **High Risk**:
  - Face identification for matching a suspect against a felony database.
  - Facial analysis software to analyze a subject’s suitability for hiring.
Further work is needed to develop mechanisms for categorizing risks. At a minimum the analysis of risk factors per deployment should include consideration for societal harms like threats to civil rights, individual harms like privacy invasion, legal violations, and expected technical failure modes. See Section 2 for an overview of societal, technical, and legal challenges posed by FRTs.

We foresee a regulatory system in which one of the first steps taken by the manufacturer of a FRT application is to establish its deployment type which informs risk category. This could initially be suggested by the manufacturer, but would be done in consultation with a regulatory office. There are cases in which the deployment type might not be clear or may fit in multiple categories, and the ultimate authority for categorizing an application would rest with the regulatory office. This procedure mimics the classification of medical devices into risk categories by the FDA.

**Individual deployments**

As mentioned in this section’s overview, a given FRT application would be regulated at two different levels: with respect to its general deployment type and with respect to individual deployments, defined here.

---

**Definition 4.3**

The *individual deployment* represents a single instance of an FRT system running for a specific purpose.

---

As discussed in Section 3, assessment of individual deployments concern the specifics of a new environment in which an FRT application is to be deployed. Before a system is deployed in a particular scenario, questions about the specifics of a given environment must be answered. This, again, is directly analogous to the medical industry’s requirement that a physician oversee the prescription of a drug to a particular patient, even though the drug has been approved for general use. The relationship among risk categories, deployment types, and individual deployments is illustrated in Figure 4.
Figure 4: The relationship among risk categories, deployment types, and individual deployments.

The figure shows the three risk categories. Each deployment type is contained within a single risk category, and each individual deployment is contained within a single deployment type.

4.3.1 New types of deployments

The goal of this document is not to develop a complete process for the review and management of all FRTs. However, a few more details about how we foresee these terms being used is warranted. When a new application is presented by a company, the question immediately arises about whether this is a fundamentally new application, or whether it is of the same deployment type as a previously approved application. If the latter, then the evaluation of the previous product can serve as a starting point for the analysis. Methods used for the mitigation of risks in related FRT applications can serve as a model for new applications with the same deployment type.

However, when a fundamentally new application emerges, it may require additional efforts to ensure safety and efficacy. Such new applications may require various types of trials to demonstrate that risks are sufficiently addressed.

In the medical device industry, pre-existing devices with similar functionality and intended uses to a newly proposed device are known as predicate devices. The FDA relies heavily on manufacturers’ comparisons of new devices to predicate devices to improve the efficiency and relevancy of their analyses. We believe similar efficiencies could be realized in the regulation of FRT systems by their categorization into deployment types.
4.3.2 Software libraries and related issues

Another question that arises in the regulation of FRTs is how to handle components of systems that are not themselves final products. For example, a manufacturer may produce only a small portion of the software (a software library) that is used in part of a larger FRT system. Our primary intent is to address the regulation of systems sold to and deployed by end users, rather than the components that go into them. However, we believe that the “ecosystem” of FRTs will naturally incentivize third party component manufacturers (whether these be hardware or software components) to produce safe, effective, and well-understood components.

For example, suppose that Company A is producing an FRT system that uses a software library produced by Company B. While Company B’s product would not be directly regulated by our proposed office, any company that sold a product using Company B’s components would have to provide extensive testing, analysis, and assurances that involved Company B’s component. Thus, in order to provide a compelling product for integration into a larger system, Company B would be incentivized to produce detailed specifications and analysis of their software libraries to facilitate approval for the integrator’s products.

If discrepancies or inaccuracies in such specifications led to the rejection of downstream products by the regulatory office, this would presumably damage the reputation of the component provider. Such interdependent relationships arise in other regulated industries such as pharmaceuticals and medical devices.

The fact that high risk applications require substantially greater scrutiny would also lead to third party providers in a range of risk categories. Low risk applications might be supported by software libraries that were tested on generic benchmarks and standard datasets, while high risk applications would require more thorough vetting, and would presumably command a higher price. Such tiers in the software industry allow entry points at different levels of risk, expertise, and start-up costs.

4.4 A detailed example: Automatic screening for a medical condition

To illustrate these ideas in action, we present a specific deployment type to highlight risks, benefits, and trade-offs that occur in real applications. One possible use of FRTs is to provide automatic screening for certain medical conditions. This is possible for conditions which affect the appearance of a subject’s face. Such applications have been explored in both academia [45, 50] and industry [32]. Here, we consider the use of FRTs in the diagnosis of hyperthyroidism, a condition in which too much thyroid hormone is produced. Hyperthyroidism can produce changes in the appearance of the face that can be detected automatically, presenting the possibility of more efficient diagnosis of the condition. Figure 5 illustrates some of the visual symptoms that may occur in a person with hyperthyroidism.
To make the example as concrete as possible, we consider the following specific scenario:

1. **Data collection.** During development of such a screening tool, images would be gathered of subjects both with and without hyperthyroidism.

2. **Application development.** Using these examples, a computer application would be developed to classify each individual as either positive (having hyperthyroidism) or negative (not having hyperthyroidism).

3. **Deployment.** After development, the application could be deployed for use. We consider a specific scenario in which free-to-use kiosks would be deployed in pharmacies for use by the public.

4. **Use scenario.** When a person approached the kiosk, they would be asked (with an on-screen message) whether they would like a free screening for certain medical conditions. Before starting, they would be informed about how the results of such a system would be processed (see below). If the person chose to opt in to the free screening, the system would take a photo of the person, and their photo would be screened for hyperthyroidism. If the application determined the risk of hyperthyroidism to be high, a private email would be sent to the primary care physician for further analysis. If follow-up was deemed necessary, the person would be contacted for a follow-up appointment with their primary care physician.

While there are possible benefits for this kind of application, there are also a variety of pitfalls and risks associated with deploying such a system. Our hope is that through a careful definition of intended use, a classification of the deployment type, an assessment of the risk level, and a
detailed analysis of the risks of a specific application, that we have a good start on how such a system should be managed and regulated. Below, we give preliminary examples of how the intended use, risks, and deployment types would be specified in our envisioned system. These definitions would be provided by manufacturers and presented to the office in support of a case that a system was safe and effective.

### 4.4.1 Automatic screening system: Intended use

<table>
<thead>
<tr>
<th>Intended use component</th>
<th>Description</th>
<th>Mechanism to ensure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intended subjects</td>
<td>Adults 18 or older. Must be able to either read or understand recorded instructions in deployment-approved languages. Must be pre-registered with primary care physician to obtain unique access code. Users must be able to press yes/no buttons or respond verbally to answer questions. System should accommodate subjects confined to wheelchairs. Subject must accommodate people with either visual impairments or hearing impairments, but not both.</td>
<td>Pre-registration with physician. Unique user number is assigned. User answers simple questions to confirm understanding of instructions.</td>
</tr>
<tr>
<td>Intended recipients of reports</td>
<td>Primary care physicians. Physicians must be certified in operation of the system, to understand the conditions under which a report is generated, their obligation to follow-up with patients, etc.</td>
<td>Physicians are pre-registered in system.</td>
</tr>
<tr>
<td>Where software can be used</td>
<td>Approved kiosks in approved locations. Must be available to the public.</td>
<td>Requires installation, inspection, and certification by manufacturer.</td>
</tr>
<tr>
<td>Conditions of use</td>
<td>Indoors in approved kiosks. Kiosk must have approved lighting (camera flash), neutral background, adjustable height mechanisms, headphones for the visually impaired, and easily accessible response buttons.</td>
<td>Manufacture approves location for use according to detailed environmental requirements.</td>
</tr>
<tr>
<td>Image quality</td>
<td>Kiosks must use cameras with approved resolution, exposure time, focal length and sensitivity.</td>
<td>The manufacturer may only use the system with a set of pre-approved cameras.</td>
</tr>
<tr>
<td>Decision support</td>
<td>The software is intended only for screening hyperthyroidism, Graves’ disease, and related conditions. It is intended to detect visual symptoms of these conditions such as proptosis, goiter, and other visual symptoms associated with these conditions. When a patient is screened, appropriate outcomes are: 1) Above screening threshold, 2) Below screening threshold, 3) Procedure cancelled by user, 4) Procedure automatically cancelled due to other factors (power outage, inadequate lighting, etc.) If result is “above screening threshold”, a report is sent via private electronic message to the primary care physician. The report includes the photo obtained by the system to make the decision.</td>
<td>The result of the system is only communicated to a pre-approved physician.</td>
</tr>
<tr>
<td>Counter-indications</td>
<td>The system is not intended to screen for medical conditions other than those listed above, even if visual symptoms are present. The system may not be used for any other purposes, including entertainment, photography, or diagnosis of unapproved conditions.</td>
<td>Such unapproved uses are minimized by the requirement for pre-registration with a physician, and the system’s inability to print out photos or send digital photos to unapproved locations. Adequate labeling will ensure subjects understand the intended use.</td>
</tr>
</tbody>
</table>

**Figure 6: Intended use specification.**

The table gives an example of an intended use specification for an FRT system that performs screening for hyperthyroidism and related conditions.

Following the FDA model, we see manufacturers as the logical entities for defining the intended use. Intended use should be specified early in the design process, and modified if necessary as realities of development or risk assessment requires. A careful definition of intended use should
pave the way for risk analyses, testing procedures, appropriate documentation and training, and overall quality control.

By the time development is completed, the intended use should be well-specified and well understood by all parties involved from developers and engineers to salespeople and marketers. Proper labeling and training should ensure that those tasked with overseeing the systems and the users of the system are well-versed in what to expect. Figure 6 gives a preliminary example of the type of information that should be included in an intended use specification. In a real application, it would likely be substantially more extensive and detailed, with supporting documentation.

**4.4.2 Deployment type and risk level**

As described above, establishing a deployment type means defining a group of applications with similar goals and intended uses. For this case, we suggest a deployment type category of public facial screening system. Initially, such a deployment type might include any such system used for the public screening of non-communicable diseases (i.e., diseases that are not directly transmitted person-to-person).

**Analysis of risks.**

We envision that each deployment type would be classified according to a level of risk: low, medium or high. In order to establish a risk class, it is necessary to analyze risks inherent in such a deployment type. If it is later found that some deployments in this category represent high risks, and others represent low risks, it would be appropriate to create two separate deployment types, one at each risk level.

In analyzing the risks of this deployment type, a non-exhaustive list of factors to consider would include the following.

- Consequences of classification errors.
  - False positives. Risks of false positives include at least the following possible consequences:
    - Anxiety, stress, and stigma from a false diagnosis.
    - Costs to the patient, the physician, and others to follow-up with an unnecessary appointment. These costs may be both monetary and time-related.
    - Misdiagnosis by the follow-up physician. A physician may be biased towards a positive diagnosis by an incorrect result (a false positive) from the system. Such a misdiagnosis could lead to a variety of inappropriate, expensive, and potentially dangerous treatments.
  - False negatives. Subject fails to receive treatment for an existing condition.

- Consequences of different accuracy rates for different sub-populations.
  - Do lower accuracy rates for some groups shift the risk category to a higher level for this group?
- Do lower accuracy rates for some groups create a significant reduction in value to this group, potentially rendering the service useless or even harmful?

- Process cancelled due to failure to capture an adequate photo that is automatically detected by the software. This might be due to inadequate lighting, subject motion, subject pose, subject position, or subject accessories (such as sunglasses).

- Other system failures.
  - Failure to communicate results to physician. This could result from incorrect information, out-of-date information, network failure, and many other causes.
  - Failure of physician to follow-up with subject in the case of a positive outcome.

- Misunderstanding of instructions or labeling by subject that can result from ineffective interface design or poor communication.
  - Misunderstanding of protocol, including what happens in the case of a positive or negative result.
  - Misunderstanding of privacy assurances.
  - Misunderstanding of operation instructions.
  - Misunderstanding of the reliability of the system. A patient may incorrectly interpret a negative result as a “clean bill of health.”

- Misuse of the system for other purposes.
  - Recreation (children use the system to snap pictures of themselves, for example).
  - Medical data is stolen and used for other purposes, such as marketing or blackmail.

To simplify this example, we assume that the deployment type of public facial screening systems are categorized as having a medium level of risk. While false positives and false negatives could both be associated with substantial negative outcomes, such outcomes would be reasonable compared to an alternative where a subject has no access to free screening. For example, while a false negative result represents a case in which a patient with a medical condition is not diagnosed, they may not be diagnosed without the system in place to begin with. Of course, to claim that the benefits of such a system outweigh the risks, it would be essential to provide comprehensive scientific evidence and extensive empirical results showing the effectiveness across a wide range of populations.

It would be important to provide clear labeling and instructions to let subjects know that such a screening system in no way guarantees them a clean bill of health, and should not be used as a substitute for regular doctor check-ups.

The classification of a deployment type into a category of low, medium, or high risk would require extensive analysis and discussion which we will not engage in here.

### 4.4.3 Individual deployments

The general idea behind individual deployments is to focus on the specific needs of particular instances of an FRT system that are distinct from general considerations. For example, one deployment location may have a significantly different demographic than another deployment. Depending upon the risks of a given application, it may be essential to analyze how these
differences in demographics affect the safety and reliability of the system. As mentioned earlier in this document, we do this in analogy with the idea from the pharmaceutical industry that drugs must be approved for general use, but carefully prescribed by doctors for individuals.

The topic of individual deployments is complicated and a thorough discussion of it goes beyond the scope of this document. One reason for its complexity is that there may be FRT applications for which it is not necessary to define individual deployments and others for which multiple levels of deployment must be considered. Consider the following three examples.

1. **Sorting personal photo collections** (low risk). In this case, the harms due to errors may be sufficiently low that it is not necessary to adapt the analysis to separate deployments. In such a case, no approval of individual deployments may be necessary. This is analogous to over-the-counter medications, which require no prescription by a doctor.

2. **Medical screening kiosks** (medium risk). In this case, suppose that the performance of the system was deemed to depend significantly upon the demographics or predominant languages of the local population. In such a case, it would be appropriate to certify an individual deployment for each region deemed to have a distinct demographic make-up. This could be done at the level of cities, counties, states, or regions depending upon the specific analysis of risks.

3. **Deploying police body-cams for face recognition** (high risk). Such a high risk deployment includes not only the concerns about the demographics of subjects and abuses of the criminal justice system, but also the qualifications of each user (in this case, an individual police officer). It may be appropriate in such a case to require the certification of each individual user. In particular, it would seem appropriate to require each user to complete a training program in the risks and pitfalls of such a system. Such a system might require multiple levels of approval, from general product approval, to approval within a specific region by impacted communities, and final certification of individual users.

A key point in the analysis of such individual deployments is that the risk categories help streamline the process. It is appropriate to demand multiple levels of analysis for a high risk system that depends upon many local factors, and may vary for each user. At the same time, it is appropriate to bypass these procedures when risks are carefully analyzed and deemed to be minimal.

We believe that a single regulatory office where expertise, methodology, and institutional memory can reside is essential for implementing these ideas. Attempting to encode these into generic laws, relying on industry to do this on its own, or relying on local legislation alone to achieve these aims seems overly optimistic at best.

**4.5 Summary**

In this section, we have given definitions of key terms including intended use, deployment type, and individual deployments. We have also provided examples of how these definitions provide guidance to manufacturers in defining the scope of their systems, analyzing its risks, and providing mitigation strategies.

In practice, we believe that manufacturers should provide analyses of their own products, with definitions of intended use, categorization into a deployment type (or the proposal for a new
deployment type), and subsequent risk analysis. In addition, to be cleared for marketing, a manufacturer would naturally provide information about tests and their results.

While we do not delve deeply into the kind of testing we would expect here, it would depend strongly on the intended use and the risk category. For low risk applications, generic public testing, such as the NIST’s Face Recognition and Vendor Tests may be sufficient. For higher risk applications, evidence that software is reliable in real-world settings, and the actual conditions of use would be expected. The nature and requirements for such testing are beyond the scope of this document. The key point is that these would depend heavily upon the application.

In keeping with the FDA model for drug and medical device regulation, we expect the manufacturer to present a coherent and well-argued case that their product is safe and effective for the given intended use. A panel of experts in FRT, its technical details and its pitfalls and societal risks, would analyze such a submission and grant market approval or deny it. Again, the specific procedures followed for such an analysis are beyond the scope of this white paper, but an understanding of these parallel processes at the FDA suggests many ways forward.
SECTION 5

Conclusion

We conclude by reflecting upon the FDA-inspired approach to regulate facial recognition technologies (FRTs). At a high level, we assert that the growing reach and complexity of FRTs necessitates 1) comprehensive oversight that can be provided by an office with federal authority and 2) dedicated expertise, not only of the underlying technologies, but also of the risks they pose in a range of application domains.

We have chosen to focus specifically on FRTs and not artificial intelligence more broadly. This focus allows us to provide specific examples, pitfalls, and guiding principles that are sufficiently detailed to inform practitioners and guide regulation. Much of our work here aims to illuminate the scope of FRTs; the task of precisely defining automated decision-making or AI-assisted decision-making is even more complex. If the focus is overly narrow, resulting recommendations may fail to apply to important domains on which these recommendations could shed light. Conversely, a diffuse topic reduces our ability to highlight specific technical challenges from a given domain. Our focus on FRTs allows us to provide concrete recommendations about documentation, categorization, and evaluation. We hope that the parallels among issues raised here and those that arise in related areas will serve as a template for efforts in other domains.

There would be many challenges in implementing our recommendations. To begin, while there have been visible examples of FRTs’ shortcomings highlighted in both popular and scientific venues, much of the public is still unaware of the growing pervasiveness of FRTs. Like with the FDA’s regulation of the medical industries, there will always be a tension between considering those with financial incentives for producing the technologies and those who benefit from oversight and regulation. Segments of the “tech” industry have opposed regulation within the US and abroad, citing concerns about hindering growth, innovation, and beneficial applications. Nevertheless, there is growing pressure for the regulation of technology companies, and even some evidence that the companies themselves would like some regulatory guidance, if for no other reason than to ensure a level playing field among the firms [72].

And so, despite the difficulties of implementing regulatory structure generally, and specifically in the context of FRTs, we nonetheless believe that such efforts are possible, important, and timely in today’s environment.
APPENDIX A

Beyond Benchmarks and Datasets

As described in the introduction, lawmakers, technologists, and the general public are rapidly becoming aware of the risks and potential drawbacks of Facial Recognition Technologies (FRTs). Because modern FRTs are heavily influenced by the datasets used to develop and test them, many of the suggestions for improving these systems center around building new datasets. In this appendix, we discuss what datasets are, their role in the development and testing of FRTs, their shortcomings, how they could be improved, and importantly, some of the problems that datasets alone cannot solve.

To begin, we define two heavily used terms: training set and benchmark. For clarity, we will use definitions that are slightly narrower than those in technical articles, emphasizing how these definitions are used in FRTs.

**Definition A.1**

A **training set** is a collection of images and associated labels that are used to help develop FRTs. For instance, a training set might consist of 100,000 face images corresponding to 10,000 different people. For a face recognition training set, each image would be labeled with a unique identifier of the person pictured, such as the person’s full name. To use such a dataset in the development of an FRT, the parameters of the application are adjusted until it reports the correct name for as many of the images as possible. Intuitively, a training set can be thought of as “practice data” for an FRT system. At the end of this process, the application typically has the ability to correctly identify many of the people in the training set, even in pictures it has not been given before. However, for some pictures, it will still be unable to identify the person, or will give the wrong identity. An example of the types of images and labels (in this case, people’s names) typically used in a training set are shown in Figure 7. Finally, it is important to understand that the training set is used when the application is being developed, not during a real deployment, which typically occurs at a later time. The set of people to be recognized at deployment time is called the **gallery**, and usually does not include any of the people from the training set.

Because training sets are central to the development of many FRTs, a common solution proposed for various problems in FRT is to improve training sets. For example, if a training set contains few or no examples of faces of women, classifiers trained on this dataset will be optimized for faces of men. Such classifiers typically have lower accuracy identifying women. Building balanced training sets may reduce problems caused by these imbalances to some degree.
Training sets are one important data source that support FRTs. The other major source is benchmarks.

---

4 These images were taken from the Labeled Faces in the Wild (LFW) database. While such a database could theoretically be used as training data for an FRT system, it is not typically used for this purpose due to its relatively small size.
Definition A.2

An FRT benchmark is a well-specified set of tests that are used to measure the performance of an FRT system for a particular problem. Benchmarks are used to test an FRT and give an estimate of its performance under certain conditions. It is important to understand that the performance of FRTs in one setting may or may not be related to their performance in another setting. For example, if a system scores well on a benchmark with high-resolution images (images with a great deal of detail), it may or may not perform well on low-resolution images.

Benchmarks have played an important role in the research community, helping researchers understand which methods can improve accuracy in certain circumstances and which do not. However, as FRTs have moved from research labs into society at large, some benchmarks have been used to promote the efficacy of commercial facial recognition software in ways that were not intended. Benchmarks can help describe the performance of FRTs under certain conditions, but say little about how the system will perform when deployed under previously untested conditions.

There have been numerous databases of face images published throughout the years with increasing size and scope [51, 56, 66, 37, 43, 49]. Some have been used as a source of training data for developing FRT systems while others have been used mostly as benchmarks for evaluating such technologies. Still others are used in both regards. In some cases, authors do not explicitly state the purpose of a database, and practitioners use it as they see fit. In addition, the role of face databases might change over time as new and larger face databases are created. For example, the Labeled Faces in the Wild (LFW) database [37] was originally used as both a training set and as a benchmark. However, due to its relatively small size, it is now used almost exclusively as a benchmark, with developers using much larger datasets for training. Although the analysis in the rest of this appendix will focus on highlighting issues with benchmarks, some of these issues apply to any data collections including the training sets currently used for developing most FRTs.

The remainder of the appendix is structured as follows. In Section A.1, we explore the inability for benchmarks to capture deployment scenarios. As discussed in Section A.2, benchmarks can be overused, as when FRT systems are engineered to perform well on a specific benchmark. Interpreting metrics and how well they capture the performance of FRTs is discussed in Section A.3. Building benchmarks is itself a challenging task that requires careful consideration of ethical and accountability issues, as discussed in Section A.4. Finally, we discuss in Section A.5 how benchmark performance is not necessarily representative of FRTs that are currently used in deployment scenarios.
A.1 Issues with capturing deployment scenarios

Benchmarks for FRTs have had significant improvements in recent years in terms of both their size and diversity. However, they are still are limited, and are unable to capture all possible aspects of deployment. The FERET (Facial Recognition Technology) database, published in 1998, included 14,126 face images belonging to 1,199 individuals [56]. The benchmark’s documentation however states: “For the evaluation procedure to produce meaningful results, the images in the developmental portion of the database must resemble those on which algorithms are to be tested. The development and testing datasets must be similar in both quality and quantity.” Later databases for facial recognition often contain images compiled from images of faces on the internet. Newer benchmarks also contain disclaimers and warnings about the limitations of their benchmarks, including their limited representation of young people, babies, older adults, women, and many ethnicities. Documentation associated with benchmarks frequently emphasizes that a system’s performance on the benchmark will say little about its performance in different conditions or on different populations.

Factors that affect the ability for a benchmark to cover every possible future deployment scenario include the resolution of images; the camera used to capture images; the lighting conditions when images were captured; whether faces in the images are forward-facing, in profile, or at some other angle; the size of the face in an image; the facial expression of faces in the images; the demographic distribution of people in the images including gender, race, and age; whether one or possibly multiple faces might be in any given image. This list is not exhaustive, and many other factors can affect the performance of FRTs. If a system has been tailored to produce good results on images from drivers’ licenses or passports, then it will be unlikely to do well on images taken in other environments, such as outdoors, with more varied lighting conditions, poses, and facial expressions. Because a benchmark’s usefulness is limited by its representation of different demographics, some benchmarks have been developed with specific target populations, such as the Japanese Female Facial Expression (JAFFE) database [46] or the Indian Face Database [39]. Generally, it is not possible to build a benchmark that covers and assesses the accuracy of a particular FRT for every possible population under arbitrary image conditions.

---

**Challenge A.1**

*It is impractical to develop a comprehensive benchmark that covers arbitrary variations across many factors such as population demographics, image quality, pose, facial expressions, and camera viewpoint.*

---

One ambitious goal would be to develop a more comprehensive database that exhibits diversity across a wide range of possible conditions. Unfortunately, building such a diverse benchmark is impractical for several reasons. First, it is very difficult to even enumerate all of the possible demographic groups a system might face in an arbitrary future scenario, let alone collect enough examples from each of those groups. Second, there are arbitrarily many ways in which the
images’ conditions might change, from lighting conditions to image resolution, and many other factors. Even ensuring that a benchmark has diverse representation along only gender and race is challenging. Achieving such diversity requires obtaining sufficient samples from members of minority groups, obtaining permissions from large numbers of people, and addressing differing methods for defining racial diversity, including appearance, genetics, and self-identification. In order to test the performance of FRTs under more general conditions, attempts have been made to build more comprehensive face databases that exhibit variation along some of these axes. These benchmarks, while capturing a wider range of variations, may still have significant exclusions for a combination of testing conditions that could be seen during deployment.

A.2 Issues with benchmark overuse

Public benchmarks may cause manufacturers, either intentionally or not, to have algorithms that specialize on benchmark data at the expense of performing well on the ‘real’ data where the system is meant to be deployed. This is a phenomenon known as overfitting. If developers of FRTs have access to benchmark data, then a given system can be over-engineered by making repeated changes that directly improve its benchmark performance. This can be mitigated by designing benchmarks with sequestered data in which participating systems cannot access the test data directly. In such benchmarks, software must be submitted for evaluation to an independent third party in charge of the benchmark. In particular, the National Institute of Standards and Technology (NIST) has maintained a Face Recognition Vendor Test (FRVT) [14, 30] where participating teams must submit their FRT software to NIST for evaluation. In this case, the data is sequestered for multiple reasons. First, it contains images belonging to proprietary and governmental databases, including mugshots and visa photos. Second, NIST wants to ensure that FRT is not over-engineered to perform well on their benchmarks.

Academic benchmarks are also sometimes sequestered, though they generally are accompanied by training sets that were captured in similar conditions to the benchmark data. This allows designers to tailor their system’s performance using detailed knowledge of the types of images that the sequestered benchmark is likely to contain. For instance, if a benchmark’s corresponding training set contains only mugshot and visa-style photographs, a system designer can build a system to work well on these types of images. While such a system may perform well on the benchmark, there is no guarantee it would perform well in different conditions that are not represented in the benchmark, such as images of faces taken in uncontrolled environments.

Challenge A.2

Benchmarks become stale over repeated use. Over many interactions with a benchmark, developers may produce methods that do well on the benchmark but perform poorly in other scenarios.

Benchmarks become stale over repeated use. This is related to the overfitting issue, but may occur even when developers attempt to avoid overfitting. When participants are able to test their
systems on a benchmark, they can use the results to keep improving their models. After many repetitions, the system may over-specialize and produce accuracy numbers that are not representative of another scenario, even one that may be quite similar.

This issue is sometimes addressed by limiting the number of times each developer can use a benchmark. Even so, participants may learn from each other what type of components in their models lead to good numbers (through scientific publications, for example), thus partially bypassing the limitation on number of uses. Even with the best of intentions, a benchmark becomes less effective over time, due simply to the limited statistical power of a limited dataset. For this reason, benchmarks—even if intended for a deployment scenario that matches testing conditions—have a finite lifetime and should be updated over time. The process of updating or maintaining a benchmark may be as laborious and expensive as it was to produce the initial benchmark.

In summary, diverse benchmarks with strictly sequestered data may offer some improvements over prior benchmarks but should still not be taken as a general validation of the effectiveness of a method for arbitrary deployment conditions. Such benchmarks represent some advantages for applications that are intended for more than one deployment scenario in terms of measuring the expected accuracy of an FRT system. In the next section we discuss why reliance on accuracy metrics can also lead to different and problematic interpretations of benchmark reports.

A.3 Issues with benchmark metrics

**Definition A.3**

A *metric* in the context of FRTs is a numerical measurement of how well or badly a system performs on a benchmark. Typical metrics include average error rates and average accuracy over the benchmark. Other common metrics include precision, recall, false positive rate, and false negative rate.

Another issue with benchmarks is that a system’s benchmark performance is usually quantified by some singular or small number of metrics and how these are interpreted. If a system is evaluated solely on its average accuracy on a benchmark, this will say little about the performance of the system in deployment, unless the deployment and benchmark have very similar capture conditions and demographics.

For example, consider the task of face verification. The most recent report by NIST [31] showed that some systems, when evaluated on two random pictures of different individuals, would identify the two different individuals as the same person (a false positive) on average less than one time per 10,000 trials. However, if the pairs of images were of people within the same country, sex, and age, this type of error happened more than three times in only 1,000 trials, more than thirty times as often as in the other experiment. If people are within the same country, sex, age, and regional location, false matches would likely be much more common than false matches for two arbitrary people across the globe. If face verification is used for individuals within the same demographic, then initial estimates of failure are likely to be severely
underestimated. This example demonstrates that the precise way systems measure their errors is critical. For this reason, studies often report more than one value of a single, aggregate metric, aiming to capture different factors that can affect the performance of a system.

Aggregated scores are especially problematic when sensitive or legally protected demographic variables such as gender, race, and age are considered. In particular, aggregated scores may conceal differences in performance within sub-groups. An FRT system that has substantially different performance on different groups can lead to significantly greater harms for one group than another.

There is ongoing research in how to build models that minimize differences in performance across sub-groups, but there has not yet been a completely satisfying solution to this problem. Moreover, disparate performance across sub-groups is often difficult to assess, as benchmarks often do not include demographic annotations. In this regard, the latest Face Recognition Vendor Test from NIST has analyzed performance across groups of people along gender and race. They found that many of the submitted algorithms underperformed for faces of African American, Asian and Native American individuals. However, each vendor’s FRT system had their own weaknesses, and these differences depended on the particular facial recognition task. A recent NIST report [31] states “Since different algorithms perform better or worse in processing images of individuals in various demographics, policy makers, facial recognition system developers, and end users should be aware of these differences and use them to make decisions and to improve future performance.” One example of such disparity provided by NIST was again for the face verification task where falsely matching two pictures as the same person occurred at a rate of 46 per million when both individuals were Polish, but at a rate of 2,400 per million when both individuals were Vietnamese.

**Challenge A.3**

*There is a desire for a benchmark with a “universal checkbox” that, if checked, would declare software safe and effective. But such a benchmark must depend upon the specific details of every target deployment, and must incorporate this site-specific information. Our position is that there is no such universal checkbox.*

A more general misuse of metrics can also happen when a restricted set of metrics become the objective of the underlying technology. Metrics, as emphasized earlier, summarize aspects of the systems they test, and as such; may fail to capture nuances of the underlying system that might affect its normal performance. An aggravating situation is when an FRT is tailored specifically to produce high numbers on these types of metrics, often at the expense of other considerations. Careful design and choice of metrics should ideally be dependent on the targeted deployment by taking into account differences among groups and other deployment specific variables of interest. In the field of economics this is know as Goodhart’s law which is commonly stated as “When a measure becomes a target, it ceases to be a good measure.” Ultimately a more responsible approach to measuring the quality of FRTs includes monitoring several metrics that measure diverse aspects of the underlying system and also continuous measurement and
tracking of metrics after deployment. In particular, it is important to avoid deliberate changes in the systems to artificially inflate the measurements obtained through established metrics.

A.4 Issues with accountability and consent

Since images of faces are closely related to the identity of people, there are several issues regarding accountability and consent that are difficult to overcome. We discuss here some of these aspects and the challenges in mitigating them.

Regarding accountability, benchmarks may be used for the development of a wide variety of products. Face matching and verification systems have possible uses from marketing and entertainment to applications in law enforcement. Each of these scenarios pose different requirements and risks, and no single benchmark is suited to consider all of these risks simultaneously. Furthermore, even if a benchmark considers the risks posed in such varied applications, they rarely prescribe how to interpret a system’s benchmark performance, and what insights should be gained for different applications. A system’s high performance on a benchmark may be used to justify using the system in some setting with very different deployment parameters than were used to design the benchmark, and the benchmark will generally say very little about how this system will perform under those different circumstances.

There are numerous real-world examples of this type of mismatch. In one case, Harvey and LaPlace [34] document a case of a video pedestrian detection benchmark that was later used to develop a facial recognition benchmark, even though the initial benchmark’s intended purpose was entirely different. Documentation accompanying a benchmark is currently the best way to describe a benchmark’s intended uses, but this does not restrict downstream users from applying a benchmark in some very different context. Benchmarks may then be used to make misleading claims about a system’s performance; doing so makes it clear which parties are responsible when the system performs worse in other contexts. An additional concern stems from the fact that participants in a benchmark may provide consent for their likeness to be used in some ways and not others.

---

**Challenge A.4**

*How can benchmarks be built that respect laws and privacy while being useful?*

---

Issues of consent become more complicated when a benchmark might be extended for different uses. For instance, a benchmark for face verification could be augmented with user ratings of perceived physical attractiveness for the purpose of automatically finding “attractive” individuals. Individuals may have consented to using their likeness for the purpose of face matching, but they may not have consented to be used for determining a subjective measure of attractiveness that could affect them negatively or in unpredictable ways. Benchmarks and developers of benchmarks are often not able to control for these types of misuses by third
parties, nor is there an obvious mechanism for enforcing these third parties to adhere to the consent given by individuals in a benchmark. A recent proposal made by Gebru et al. [29] was to use datasheets that accompany datasets and include information about the data collection process, and its intended use. Perhaps a similar approach is needed for benchmarks where the additional consideration is on the way benchmark results can be used for commercial purposes.

Finally, building a benchmark is usually a challenging task which requires sourcing thousands or even millions of images. The larger the benchmark, the more reliable are the metrics and results obtained on the benchmark. An added challenge is building benchmarks large enough to be useful and getting appropriate consent from users. Current copyright practices often do not consider the use of images for developing FRTs. For example, Creative Commons licenses are mostly aimed at controlling re-use, authorship attribution, and re-distribution. It is unclear to what extent these licenses grant rights over their use to develop FRTs and what would be the right mechanisms to protect the rights of both the photographer and the subject depicted in the picture. Images of pictures in the public domain (e.g., images on the web) usually do not have a direct consent from the subjects depicted on the images. Mechanisms to build practical databases and better practices in benchmark creation are required.

There have been ideas in the community to perhaps attempt to use synthetic images of faces for building datasets and benchmarks that respect privacy and showcase diversity. While there has been significant progress in recent years in the domain of automatic synthesis of faces, there is still no comprehensive database or study that validates their effectiveness compared to the use of non-synthetic data. Moreover, successful methods for automatic face synthesis still need to be trained on non-synthetic images of faces. This leads to some of the same issues regarding privacy – as individual identities might leak in the synthesized faces – or diversity of the data – as the original diversity of the training data (or lack of it) might be replicated in the synthesized data.

### A.5 Issues with the adoption and distribution of technology

Another issue in making decisions based on benchmark results is that they usually measure the latest research methodologies. These state-of-the-art methods may not be representative of what is available at the present time to end users. There is often a significant gap between the time a technology first becomes available until it reaches end users. This happens for various reasons: legal and technical constraints slow the distribution of updated software. Automatic updates of software mitigate these delays somewhat compared to historical updates, which took place via distribution of software on disks. However, there is still lag in upgrading systems, due to costs and the possibility that an upgrade might break a system which relies on the software.

Finally, once a technology has evidence of efficacy, many challenges remain in bringing the technology to common users. For instance, the technology might rely on computational resources that are not available to end users, and more work may be needed to adapt the technology to consumer devices. If the technology will be deployed as a resource “in the cloud”, then there will be significant time to scale such solutions to thousands of simultaneous users. Therefore, recent results on a benchmark do not necessarily reflect the performance of FRTs currently in use. Moreover, developers might choose to deploy a version of their system that is
not the most accurate but instead the one that has the best compromise between accuracy and speed.

Finally, we remark that the performance of the best FRTs on a benchmark do not represent the performance of all FRTs. Not all companies rely on the same type of systems, nor do all companies have the same resources to develop their technical solutions, or build training datasets that are diverse and maximally useful. This difference in resource availability can mean that the top performers do not represent the accuracy of most commercially available software. Moreover, according to the most recent facial recognition vendor tests by NIST, no single company seems to have the monopoly on the best system across all tests and benchmarks. Therefore, consideration of the appropriateness of FRTs for a given situation is not only dependent on the task and application but also on the specific technical solution being evaluated as opposed to the best possible technical solution possible for a given problem.

For instance, in the task of facial identification, the latest vendor test by NIST reports that with good quality portrait-style photos, matching the picture of an individual against a database containing pictures for 12 million individuals is highly accurate. The closest matching image will be a false positive match only one in a thousand times for the most accurate algorithms in existence today. However for other algorithms submitted to the benchmark the top matching image will be a false positive almost half of the time. The FRVT report remarks that “This large accuracy range is consistent with the buyer-beware maxim, and indicates that face recognition software is far from being commoditized.”

A.6 Summary of benchmark discussion

Benchmarks are a powerful tool for developing and improving current and existing FRTs given the success of data-driven machine learning methods. However their use is problematic for assessing FRTs for deployment in user facing applications. The issues discussed in this appendix include the relationship between training and test distributions, the lack of diversity in current benchmarks and the difficulty in aiming to capture a diverse range of scenarios, the problems with relying on metrics to determine accuracy and the issues arising from consent considerations and accountability. In addition, it is worth noting that while many advances have been made in FRTs, there is a wide range of software that is currently available in this area and the methods that perform best are not representative of all commercially available FRTs. This raises questions such as what are the required levels of accuracy and error that are tolerable for a given application.
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